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Abstract. When searching through volumetric images [e.g., computed tomography (CT)], radiologists appear to
use two different search strategies: “drilling” (restrict eye movements to a small region of the image while quickly
scrolling through slices), or “scanning” (search over large areas at a given depth before moving on to the next
slice). To computationally identify the type of image information that is used in these two strategies, 23 naïve
observers were instructed with either “drilling” or “scanning” when searching for target T’s in 20 volumes of faux
lung CTs. We computed saliency maps using both classical two-dimensional (2-D) saliency, and a three-dimen-
sional (3-D) dynamic saliency that captures the characteristics of scrolling through slices. Comparing observers’
gaze distributions with the saliency maps showed that search strategy alters the type of saliency that attracts
fixations. Drillers’ fixations aligned better with dynamic saliency and scanners with 2-D saliency. The computed
saliency was greater for detected targets than for missed targets. Similar results were observed in data from 19
radiologists who searched five stacks of clinical chest CTs for lung nodules. Dynamic saliency may be superior to
the 2-D saliency for detecting targets embedded in volumetric images, and thus “drilling” may be more efficient
than “scanning.” © 2016 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JMI.3.1.015501]

Keywords: visual search; saliency map; eye tracking; chest computed tomography; diagnostic error.
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1 Introduction
With the increasing use of consecutive cross-sectional medical
imaging modalities in clinical practice [e.g., computed tomog-
raphy (CT) and digital breast tomosynthesis], radiologists
often need to scroll through a stack of images to get a three-
dimensional (3-D) impression of anatomical structures and
abnormalities. It is important to understand how radiologists
search through such volumetric image data, and how they
deploy their visual attention. Identifying efficient search strate-
gies can improve diagnostic accuracy and training of early
career radiologists.

Eye tracking can be used to record an observer’s gaze posi-
tions over an image to elucidate what the observer looks at and
when he/she looks at it. This provides an objective method for
examining overt visual search patterns. Consequently, eye
tracking has been used in a wide range of experiments examin-
ing radiologists’ search strategies (e.g., lung cancer on conven-
tional radiographs,1,2 breast masses on mammograms,3,4 and
lesions on brain CT5). Visual search is guided by visual atten-
tion, which is the cognitive process of selectively attending to a
region or object while ignoring the surrounding stimuli.6

One factor guiding attention is “bottom-up,” stimulus-driven

saliency. An item or location that differs dramatically from
its neighbors is “salient” and more-salient items will tend to
attract attention. Visual saliency maps are topographic maps
that represent the conspicuity of objects and locations.7 If the
regions of an image that are identified as salient in a saliency
map coincide with the regions on which an observer’s eyes fix-
ate, this suggests that the saliency map accurately predicts the
observer’s deployment of attention.

There are numerous psychophysical and computational mod-
els in the literature for generating saliency maps (e.g., Refs. 7–
9), and they have been used to address problems such as human
scene analysis,10 video compression,11 and object tracking.12

Saliency maps from different labs differ in how they incorporate
image and observer characteristics (e.g., color and intensity con-
trast,13 visual motion,14 and biological models15). Comparing
the success with which various salience models predict eye
movements is one source of information describing the image
information that is used in observers’ search strategies.16

Thus, e.g., if a saliency map that includes contrast information
is a better predictor than a map that does not, we may conclude
that contrast is a factor guiding search. As a major goal of medi-
cal imaging is to help human observers (e.g., radiologists) locate
abnormal targets (e.g., nodules) amidst normal regions (e.g.,
normal lung tissues), it is reasonable to think that a modality
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will be more effective if it makes targets more salient. In assess-
ing new technology, it would be helpful to have a saliency model
that will accurately predict the intrinsic saliency of targets as
displayed by the modality. Thus, it would be valuable to exam-
ine saliency maps of medical images and to assess the degree to
which they capture radiologists visual search patterns.

A limited number of previous studies have assessed the role
of saliency maps with medical images (e.g., Refs. 5, 17, and 18),
and they have shown positive associations between saliency and
observers fixations. Most prior work has examined the correla-
tion between saliency and eye movements in two-dimensional
(2-D) medical images. Much less is known about the guidance
of eye movements in 3-D volumes of medical image data such as
chest CT images viewed in “cine” or “stack” mode. In a recent
experiment,19 24 radiologists read five stacks of chest CT slices
for lung nodules that could indicate lung cancer. While they
searched, their eye positions and movements were recorded
at 500 Hz. Based on the patterns of eye movements in this data-
set, we (TD, JMW) suggested that radiologists could be classi-
fied into two groups according to their dominant search strategy:
“drillers,” who restrict eye movements to a small region of the
lung while quickly scrolling through slices; and “scanners,”who
search over the entirety of the lungs while slowly scrolling
through slices. Drillers outperformed scanners on a variety of
metrics (e.g., lung nodule detection rate, proportion of the
lungs fixated), although the study was not large enough to deter-
mine if these differences were reliable and if, indeed, drilling
might be superior to scanning as a strategy. In this follow-up
study, we further evaluate the two search strategies with the
main objective of understanding what image information is
actually used when drilling or scanning search strategies are
employed. Under the hypothesis that visual saliency maps
can predict radiologists’ search strategies (e.g., Ref. 20), we
examined the relationship of eye movements to computed
saliency when radiologists view 3-D volumes of images. We
compared saliency maps to observers’ gaze distributions col-
lected in two eye-tracking studies using different observer pop-
ulations and different stimuli. In experiment 1, trained naïve
observers searched for target letter T’s in faux lung CTs. In
experiment 2, experienced radiologists searched for lung nod-
ules in chest CTs. Both studies were approved by Partners
Human Research Committee (Boston, Massachusetts), on
behalf of the Institutional Review Board of Brigham and
Women’s Hospital.

2 Materials and Methods

2.1 Experimental Data

2.1.1 Experiment 1: faux lung computed tomography
search study

In experiment 1, we monitored the eye position of radiologically
naïve observers as they searched through volumetric stacks of
simulated approximations to lung CTs. The simulated lung CT
images were comprised of 3-D blocks of 1∕f2 noise and were
split into 60 discrete depth levels. The size of each image slice
was 500 × 500 pixels. Target letter T’s and distractor L’s were
inserted into the stack of image slices, and were allowed to
spread !2 depth levels from the image slice they were placed
in, giving them some thickness. T’s and L’s were at their maxi-
mum opacity in the central slice with slices becoming more
transparent 1 or 2 slices away from that center. Each volume
contained a total of 12 items and a flat hazard function was
used to determine how many (0 to 4) T’s appeared per
image. Targets were absent from 50% of all image volumes.
The T’s and L’s were 20 × 20 pixels in extent. Targets were sep-
arated by at least 10 × 10 pixels and !8 depth levels. An amor-
phous shape was also inserted into the center of the noise. This
shape acted similarly to an anatomical structure (e.g., heart) in
a lung CT. This simulated “heart” grew smaller as subjects
scrolled through the stack of images. This gave observers an
idea of where they were in depth: an anatomical cue that
could be used in a similar manner to radiologists’ use in clinical
lung CT cases. An example stimulus slice is shown in Fig. 1.
Observers’ task was to find and mark all instances of the target T
and to ignore all instances of the distractor L. A “hit” on the
target T was defined as a mouse click that occurred within a
circle of radius 20 pixels around the center location of the T
and within two slices in depth (i.e., a total of five slices
would be accepted). Observers controlled the scrolling speed
using a scroll bar to move up and down in depth through the
stack of noise. Each observer viewed 1 practice trial and
20 experimental trials. Trial order was randomized between
observers. Observers were allowed unlimited time to search
and could choose when to move on to a new trial. The experi-
ment was implemented in MATLAB® (MathWorks, Natick,
Massachusetts) using Psychtoolbox version 3.0.9.21,22

Forty naïve observers (26 females, 14 males; mean age =
25.69 years, range = 18 to 51) participated in the study.
All observers had normal or corrected-to-normal vision. All

(b) (a) 

60 sli
ce

s 

Fig. 1 (a) An example stimuli slice that contains one target T (red circle), one distractor L (blue circle),
and a simulated heart at the center; (b) schematic of a simulated 3-D volume with 60 slices in depth.
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participants gave informed consent and were compensated for
their time. Subjects were randomly assigned to one of three
experimental conditions: driller (n ¼ 14), scanner (n ¼ 12),
or no instruction (NI) (n ¼ 14). Subjects in the driller and scan-
ner conditions were instructed with a specific search strategy,
while subjects in the NI condition were told to choose any
search strategy that could be used to find the T’s quickly and
accurately. All subjects viewed an instructional video at the
beginning of the experiment. The video’s introduction (which
was identical across conditions) guided subjects through a
trial, explaining the detection task and how to use the scroll
bar to move between depth levels. The critical manipulation
in instruction was in the second half of the video, which
instructed observers how to search the images: (1) subjects in
the driller condition were taught to split the image into four
quadrants and to isolate their search to one section of the
image at a time; (2) subjects in the scanner condition were taught
to thoroughly search each image level that they stopped at. For
subjects in the NI condition, no search strategy, including drill-
ing or scanning was described, and they were free to use any
search strategy they preferred.

An EyeLink1000 desktop eye-tracker (SR Research, Ottawa,
Canada) was used to sample the X and Y position of the eye at
1000 Hz. To minimize eye-tracker error, observers’ heads were
immobilized in a chin rest at 65 cm from the monitor. The
recorded eye position was then coregistered offline with
slice/depth plane, which provided the possibility to visualize
3-D scan paths. The monitor for displaying the images was
a 19” Mitsubishi Diamond Pro 991 TXM CRT monitor
(Mitsubishi Electric, Tokyo, Japan) with a resolution of
1024 × 768 pixels. To avoid additional factors that could affect
performance in the study, the same fixed-display parameters
were used for all subjects, and observers were not allowed to
change the settings. All experiments were conducted in a dark-
ened room with consistent ambient lighting roughly 15 lux (1
lux = 1 lumen per square meter).

2.1.2 Experiment 2: chest computed tomography search
study

We also reanalyzed the experimental data from our prior study
(TD, JMW) with radiologists.19 In that study, 24 experienced
radiologists were asked to read five stacks of clinical
chest CT slices drawn from the Lung Image Database
Consortium,23 and the search task was to identify lung nodules
that could indicate lung cancer. Radiologists’ eye positions and
movements were sampled with the same eye-tracking device at
500 Hz. Similar data collection methods as described in
Sec. 2.1.1 were used in this prior study, and described in detail
in Ref. 19. Based on the qualitative analysis results presented in
Ref. 19, there were a total of 19 drillers and 5 scanners, of which
3 drillers and 2 scanners were excluded from the present analy-
sis due to incomplete eye tracking data and/or click data.
As a result, there were a total of 16 drillers and 3 scanners.

2.2 Saliency Maps

We now describe two saliency models used to assess observers’
search strategy through 3-D volumes. The two saliency models
were designed to capture different forms of image characteristics
that may be used by observers in their search. The first of these
is a dynamic motion saliency model. The second is a more stan-
dard model that only considers 2-D image information. For each

experimental trial, saliency maps were computed using the two
saliency models. These were then compared with the ground
truth of the eye-tracking data.

2.2.1 Three-dimensional dynamic motion saliency

Anecdotally, experienced radiologists often say that when
quickly scrolling back and forth through 3-D image volumes,
they are attracted to objects flitting in and out of the visual
field, i.e., popping out. For example, they perceive that lung
nodules tend to pop in and out of visibility while anatomical
structures like blood vessels persist, gradually changing and
shifting position across many slices.19,24 A large number of psy-
chology studies have shown that the human visual system can
easily identify motion in a scene (e.g., Refs. 25–27), and that the
human brain takes advantage of its sensitivity to optical flows
(i.e., the pattern of apparent motion of objects in a visual scene
caused by the relative motion between an observer and the
scene). For example, optical flows help to control human
walking.28–31 Moreover, abrupt appearance of an object effec-
tively captures observers’ attention (e.g., Refs. 32 and 33).
Therefore, we developed a dynamic saliency model that was
designed to incorporate the unique dynamics produced when
observers search through stacks of medical image slices.
Unlike viewing a static image or a video that plays at a fixed
frame rate, more complexity is added by the fact that observers
have control of such as scrolling direction and speed.

Inspired by research on salient motion detection in crowd
scenes,34 our dynamic motion saliency map starts with an optical
flow estimation using the classical Horn–Schunck algorithm.35

The objective was to ascribe higher saliency to motion flows that
deviate from the normal dominant flows, which is expected to
reflect the observation that nodules pop out from anatomical
backgrounds. As observers can scroll two directions in depth
(i.e., move forward from the first slice to the 60th slice, or
move backward from the 60th slice to the first slice), two optical
flow fields were estimated to capture different motion dynamics.

Let us denote Gx;y;j as the intensity at pixel location ðx; yÞ at
slice j, and denote Mx;y;j and Px;y;j as the magnitude (i.e.,
length) and phase (i.e., direction) of the associated flow vectors
ðVx; VyÞ

EQ-TARGET;temp:intralink-;e001;326;304Mx;y;j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
x þ V2

y

q
; (1)

EQ-TARGET;temp:intralink-;e002;326;264Px;y;j ¼ arctan

"
Vx

Vy

#
: (2)

At each slice j, two pairs ðMF
x;y;j; P

F
x;y;jÞ and ðMB

x;y;j; P
B
x;y;jÞ,

where F is short for forward and B is short for backward,
were computed to indicate the direction and motion velocity
in that direction for forward and backward scrolling, respec-
tively. Intuitively, if a region of the slice has irregular motion
direction and/or velocity magnitude that significantly deviates
from the rest of the slice, this region is considered to be salient.
To obtain the motion saliency maps SFj and SBj for the slice, we
employed a similar method to that proposed in Ref. 34 on mag-
nitude imagesMF

j andMB
j . For the purpose of illustration, let us

focus on MF
j , keeping in mind that the same steps were applied

to MB
j . We first computed the Fourier transform of MF

j and
obtained the real and imaginary components of the spectrum
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EQ-TARGET;temp:intralink-;e003;63;752RðfÞ ¼ R½F ðMF
j Þ'; (3)

EQ-TARGET;temp:intralink-;e004;63;717IðfÞ ¼ I½F ðMF
j Þ': (4)

Then, we calculated the log spectrum LðfÞ and applied a local
3 × 3 averaging filter g on LðfÞ to obtain a smoothed log spec-
trum L 0ðfÞ that estimated background motion components

EQ-TARGET;temp:intralink-;e005;63;656LðfÞ ¼ log½RðfÞ'; (5)

EQ-TARGET;temp:intralink-;e006;63;614L 0ðfÞ ¼ gðfÞ ( LðfÞ: (6)

Finally, we performed the inverse Fourier transform on the spec-
trum residual9 [i.e., difference between the log spectrum LðfÞ
and the smoothed version L 0ðfÞ] to obtain the final saliency
map SFj in the spatial domain

EQ-TARGET;temp:intralink-;e007;63;543SFj ¼ F−1½eLðfÞ−L 0ðfÞþIðfÞ': (7)

To combine the two sets of dynamic information captured by SFj
and SBj , we took the maximum of saliency values in SFj and SBj at
each pixel location ðx; yÞ to form the final 3-D dynamic motion
saliency map S3-Dj .

2.2.2 Two-dimensional saliency

To deploy a more standard salience model, we computed a
saliency map for each 2-D slice using graph-based visual
saliency (GBVS).8 GBVS is a 2-D bottom-up saliency model
that attempts to predict saliency solely based on the image fea-
tures of the slice. It has been demonstrated to perform well in
predicting observers fixations when viewing 2-D medical
images (e.g., chest x-ray images and retinal images18). To reduce
the GBVS-induced bias toward the central region of the image,8

we scaled the computed saliency map by performing element-
wise multiplication on an inverse-bias map. Let us denote
S2−Dj ¼ B⊙GBVSðGjÞ as the computed 2-D saliency map
for slice j, where B is the inverse-bias map and ⊙ denotes
element-wise multiplication.

2.2.3 Top-down factor

In addition to the image-driven features, human visual attention
is also influenced by goal-driven top-down features.16 In the
context of medical images, top-down features correspond to
the knowledge and expertise of radiologists, and prior
expectation on the task. Hence, for both models, in order to
incorporate some of the role of top-down knowledge, we
also performed automatic segmentations before applying the
saliency models to exclude some image regions from being
salient. Specifically, since observers were informed that no tar-
get or distractor would appear within the heart region of the faux
lung CTs, we segmented the heart on each slice so that the
regions inside the simulated heart were not allowed to be salient.
The heart segmentation was achieved by masking out the largest
connected region identified by Canny edge detection.36

Similarly, since lung nodules can only occur in the lung regions
of chest CTs, we performed lung segmentation on each slice to
restrict the salient regions to inside the two lungs.

2.3 Evaluation

To quantify the correlation between the computed saliency maps
and observers’ visual attention, we conducted a receiver oper-
ating characteristic (ROC) analysis. We considered the saliency
map, S, as a binary classifier, which classified a given percent of
image pixels as fixated and the rest as not fixated.16 The fixa-
tions of the observers were treated as the ground truth. The fix-
ated area for each fixation was a circle of radius 20 pixels (i.e., 1
degree of visual angle37) around the fixation. A pixel was
counted as a hit if the saliency map classified it as fixated,
and it was actually fixated by the observer. A pixel was counted
as an FA if the saliency map classified it as fixated but it was
never fixated by the observer. Changing thresholds of the
saliency value resulted in different classifiers, which yielded dif-
ferent pairs of sensitivity and specificity. In this way, an ROC
curve was constructed, and area under the ROC curve (AUC)
was calculated as the figure of merit to indicate how well
observers’ fixations overlapped with the saliency map. For
each observer, a single mean AUC value was obtained by aver-
aging the AUCs of each experimental trial. AUCs of drillers and
scanners achieved by the two saliency models were compared in
order to identify which type of image information was used by
the two groups of observers.

3 Results and Discussions

3.1 Experiment 1: Faux Lung Computed
Tomography Search Study

3.1.1 Observers’ search strategies

As described in Sec. 2.1.1, the subjects in the faux lung CT
search study were grouped into three different conditions and
were given different instructions on which visual search strate-
gies to use. As the primary interest of the study was to compare
drilling and scanning strategies, NIs, who did not receive either
drilling or scanning instruction, were not relevant and thus
excluded from further analysis. (More details are available in
Appendix) We first checked observers’ 3-D scan paths to deter-
mine whether their search strategies matched the received
instructions. We divided each slice into four quadrants of
equal sizes, and drew depth-by-time plots with eye position indi-
cated by color-coded quadrants. A subject is qualitatively clas-
sified as a driller if they hold a constant eye position on one
subsection of the slice while scrolling through depth, while a
scanner tends to search the entire slice before scrolling in
depth.19 The depth-time plots in Fig. 2 show that the subjects
followed our instructions and employed the corresponding vis-
ual search strategies: drillers drilled, while scanners scanned.
Hence, we were confident in our ability to classify observers’
search strategies based on the training instructions. One driller
and two scanners who had either poor eye-tracking calibration
or unreasonable behavioral data [e.g., extremely low hit rates
and high false-alarm (FA) rates] were excluded from the analy-
sis. As a result, there were a total of 13 drillers and 10 scanners.

3.1.2 Saliency maps

Given the distinct designs of the two saliency models described
in Sec. 2.2, the resulting saliency maps are expected to highlight
different useful image information that observers might utilize in
their search strategies. Figure 3 shows example saliency maps
overlapped upon a stimulus slice. It can be observed that the 2-D
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saliency map in Fig. 3(c) is visually different from the dynamic
saliency maps in Figs. 3(d)–3(f). In this particular example,
neither object of interest (i.e., target T or distractor L) was high-
lighted by the 2-D saliency map, while the dynamic saliency
maps performed better. Comparing the saliency regions in
Figs. 3(d) and 3(e), we can see that only the distractor L is rel-
atively salient in (d) while only the target T is relatively salient in

(e). This agrees with our expectations that the two saliency maps
SFj and SBj capture different dynamic information contained in
forward and backward scrolling, which may be one of the ben-
efits of the drilling strategy. That may also explain why driller
observers go back and forth multiple times through each quad-
rant of the slices in depth. As shown in Fig. 3(e), after fusing the
two dynamic saliency maps, the final dynamic saliency map

Fig. 2 Example depth-time plots of observers’ eye positions. The four colors indicate four quadrants of
the slice. (a) Drillers focused on one quadrant at a time, and they had multiple runs of scrolling in both
forward and backward viewing directions to cover all the quadrants. (b) Scanners went over multiple
quadrants before they moved to the next slice.

(a)

(d)

(c)

(f)(e)

(b)

Fig. 3 Example stimulus slice, and calculated 2-D saliency maps and dynamic saliency maps, over-
lapped upon the slice. Saliency maps are represented as heat maps, and the color indicates the saliency
value at that location: red is more salient than blue. (a) The stimuli with one target T (red dashed circle)
and one distractor L (blue dashed circle). (b) Heart segmentation: any position within the mask was
excluded from being salient. (c) 2-D saliency map: neither T or L is salient. (d) Forward dynamic saliency
map: L is salient while T is not salient. (e) Backward dynamic saliency map: T is salient while L is not.
(f) Fused dynamic saliencymap: both T and L are salient. (d) and (e) An example that the two directions of
scrolling may provide different dynamic information when observers go back and forth through the
volume in depth. (c) The 2-D saliency map did not do well in identifying objects of interest for this par-
ticular example.
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highlights both objects. Table 1 summarizes the mean saliency
of the objects in the 2-D saliency map and the dynamic saliency
map. Note that the saliency values have been normalized into the
range of ½0;1' for easy interpretation. Given the mean saliency of
0.71 for target T’s and 0.67 for distract L’s, it is clear that most
of the objects of interest were highly salient in the dynamic
saliency map. With the mean of saliency around 0.5, the 2-D
saliency map was less effective than the dynamic saliency
map in highlighting the objects of interest [tð251Þ ¼ 15.8,
p < 0.01]. All statistical tests used in the study were two-
sided tests unless otherwise noted. Hence, it is reasonable for
us to hypothesize that it would be easier for the observers
who utilized more dynamic saliency to identify T’s and L’s
in their search process than the observers who relied more on
the 2-D saliency.

a. Did saliency maps predict observers’ fixations?
We computed AUCs to evaluate the value of saliency

maps in terms of predicting observers’ fixations. The
goal of these evaluations was to identify which type
of information drillers and scanners primarily relied
on during their visual search. Recall that the 3-D
dynamic saliency map captured the dynamics of scroll-
ing through the stack of slices while the 2-D saliency
map was built purely upon 2-D image characteristics
and no interactions across adjacent slices were incorpo-
rated. We hypothesize that the dynamic saliency map is a
better predictor of the drilling search strategy, while the
2-D saliency map is a better predictor of the scanning
search strategy. That is equivalent to the assumption
that drillers use more 3-D dynamic information while
scanners use more 2-D information.

Table 2 summarizes the AUCs achieved by the
dynamic saliency map and the 2-D saliency map for
both drillers and scanners. We performed mixed
repeated measures ANOVA to compare the effects of
the between-subject factor “search strategy,” and the
within-subject factor “saliency model” on the AUCs.
The results suggested that there was a statistically
significant interaction between the search strategy and
the saliency model [Fð1;21Þ ¼ 81.6, p < 0.01]. Hence,
it is valuable to conduct follow-up post hoc tests to
determine whether there were any simple main effects,
and if there were, what these effects were.38

• AUC with the dynamic saliency: drillers versus
scanners

The top row of Table 2 summarizes the AUCs
achieved by the dynamic saliency map for both drill-
ers and scanners. The mean AUC was obtained as an
average over all observers in the group and all the 20
trials of the images they read. The subjects were
grouped into drillers and scanners based on the train-
ing instructions they received. The mean AUC for
the 13 drillers was 0.69 while the mean AUC for
the 10 scanners was 0.65. A two-sample t-test
showed that the AUC for the drillers were sta-
tistically higher than the AUC for the scanners
[tð21Þ ¼ 2.46, p ¼ 0.03], which suggests that the
drillers used more dynamic motion information
than the scanners. Figure 4(a) plots the AUC distri-
butions for the drillers (i.e., red diamonds) and the
scanners (i.e., blue squares). It is clear that most
of the AUCs for the drillers are located at higher
positions of the plot than the AUCs for the scanners.

• AUC with the 2-D saliency: drillers versus scanners

The bottom row of Table 2 summarizes the AUCs
achieved by the 2-D saliency map for both drillers
and scanners. The mean AUC for the 10 scanners
was 0.74 while the mean AUC for the 13 drillers
was only 0.63. Similarly, the result of a two-sample
t-test showed that the AUC for the scanners was
statistically higher than the AUC for the drillers
[tð21Þ ¼ 8.61, p < 0.01], which suggests that the
scanners used more 2-D saliency information than
the drillers. Figure 4(b) plots the AUC distributions
for the drillers (i.e., red diamonds) and the scanners
(i.e., blue squares). Similarly, it is clear that all of the
AUCs for the scanners are located at higher positions
than the AUCs for the drillers.

• AUC with the dynamic saliency versus AUC with
the 2-D saliency

As another way to assess the effectiveness of the
saliency models for explaining search behaviors, we
compared the AUCs within each search strategy
group (Table 2). In other words, for drillers, we
compared the AUCs obtained by predicting their
fixations using the dynamic saliency maps to the
AUCs obtained by predicting their fixations using
the 2-D saliency maps. Paired t-tests were used to
identify which of the two saliency models achieved

Table 1 Average saliency of objects (i.e., targets T’s and distractors
L’s) in the dynamic saliency maps and the 2-D saliency maps. With an
average saliency around 0.7, the objects were highly salient in the
dynamic saliency maps. However, the 2-D saliency maps were not
as effective in highlighting those objects of interest.

Mean saliency of
target T’s

Mean saliency of
distractor L’s

Dynamic saliency map 0.71 0.67

2-D saliency map 0.52 0.50

Table 2 Average AUCs achieved by the dynamic saliency map (top
row of the table) and the 2-D saliency map (bottom row of the table) for
drillers and scanners, respectively. There was a significant interaction
between the factor search strategy and the factor saliency model
[F ð1;21Þ ¼ 81.6, p < 0.01]. For the dynamic saliency map, the AUC
for the drillers is statistically higher than the AUC for scanners
[tð21Þ ¼ 2.46, p ¼ 0.03]. For the 2-D saliency map, the AUC for
the scanners is statistically higher than the AUC for drillers
[tð21Þ ¼ 8.61, p < 0.01].

Drillers Scanners

AUC (dynamic saliency) 0.69 0.65

AUC (2-D saliency) 0.63 0.74
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a higher AUC for each search strategy, respectively.
For drillers, the AUC with the dynamic saliency was
0.69, which was significantly higher than the AUC
with the 2-D saliency map 0.63 [tð12Þ ¼ 5.69,
p < 0.01]. For scanners, the AUC with the 2-D
saliency map was 0.74, which was significantly
higher than the AUC 0.65 with the dynamic saliency
map [tð9Þ ¼ 5.96, p < 0.01]. These results were
consistent with our assumptions that drillers used
more 3-D dynamic information while scanners used
more 2-D information.

Figure 4(c) plots the summary ROCs that show
the interactions between the two search strategies
and the two saliency models. Data from the 13 drill-
ers and the 10 scanners reading the 20 trials were
used to generate these curves. Similar to the non-
parametric method used in multireader and multicase
studies for averaging multiple ROC curves,39 each of
the summary curves was obtained by computing the

arithmetic average of the sensitivity at each specific-
ity value.40 For the drillers, the ROC curve with the
dynamic saliency is generally above the curve with
the 2-D saliency, and hence has a higher AUC. On
the other hand, for the scanners, the ROC curve
with the 2-D saliency is generally above the curve
with the dynamic saliency, and hence has a higher
AUC.

When we compared the AUCs obtained with the
two saliency models at the individual level, the
results for 12 (out of 13) drillers, and all 10 scanners
were consistent with the general conclusions (i.e.,
the drillers were better predicted by the dynamic
saliency maps, while the scanners were better pre-
dicted by the 2-D saliency maps). We suspect that
the one driller who was better predicted by the
2-D saliency map was using a different strategy than
the other drillers, but we would need more data to
support this assertion.

Drillers Scanners
0.55

0.6

0.65

0.7

0.75

0.8

0.85
Average AUC: dynamic saliency

Drillers
Scanners

Drillers Scanners
0.55

0.6

0.65

0.7

0.75

0.8

0.85
Average AUC: 2-D saliency
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Scanners
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1
Search strategy versus saliency model

Driller: dynamic saliency
Scanner: dynamic saliency
Driller: 2-D saliency
Scanner: 2-D saliency

(c)

Fig. 4 AUC scores on predicting fixations for 13 drillers (red squares) and 10 scanners (blue diamonds)
using (a) the dynamic saliency map and (b) the 2-D saliency map, and (c) summary ROC curves. In
(a) with the dynamic saliency map, most of the AUCs for the drillers are located at higher positions
of the plot than the AUCs for the scanners, which suggests that drillers may have used more dynamic
information than scanners did. In (b) with the 2-D saliency map, all the AUCs for the scanners are located
at higher positions of the plot than the AUCs for the drillers, which suggests that scanners may have used
more 2-D information than drillers. Summary ROC curves in (c) show the interactions between the two
search strategies and the two saliency models. For the drillers, the ROC curve with the dynamic saliency
(i.e., blue-dashed line) is above the ROC curve with the 2-D saliency (blue solid line). For the scanners,
the ROC curve with the 2-D saliency (i.e., red-dotted line) is above the ROC curve (i.e., red dash-dotted
line) with the dynamic saliency.
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b. Does saliency influence observers’ detection
performance?

Based on the results in Sec. 3.1.2(a), we argue that
the actions of drillers and scanners were best modeled
by the dynamic saliency model and the 2-D saliency
model, respectively, and thus drillers and scanners were
utilizing different image information in their search.
Moreover, as shown in Table 1 and Fig. 3, objects of
interest may have different saliency values in the 2-D
saliency map and the dynamic saliency map. Hence,
we are interested in whether the saliency of objects influ-
enced observers’ detection performance. (For example,
is a less-salient target T more likely to be missed by the
observer?) Depending on whether the observer found
and correctly marked the target, the target T’s were
grouped into miss T’s and hit T’s, where a mark was
defined as a hit T if the subject made a click that
occurred less than 20 pixels (in both X and Y coordi-
nates) away from the true location of T. Marks on the
distractor L’s were considered FA L’s. Any other
mark that was not either on a target T or distractor L
was considered an accidental click, and excluded
from analysis. We calculated the average saliency within
a circle of radius 20 pixels around the location of the
objects. The saliency values were normalized into the
range of ½0;1' for easy interpretation.

Table 3 summarizes the average saliency of the found
targets (hit T’s), and the missed targets (miss T’s) on the
two saliency maps. As the drillers tend to use primarily
the dynamic information while the scanners used pri-
marily the 2-D information, the average saliency of
objects was calculated with the dynamic saliency map
for the drillers, and with the 2-D saliency map for the
scanners, respectively. For the drillers, hit T’s had an
average dynamic saliency of 0.72, while miss T’s had
an average dynamic saliency of 0.66. For the scanners,
hit T’s had an average 2-D saliency of 0.55 while miss
T’s had an average 2-D saliency of 0.47. It can be
observed that for both scanners and drillers, the
saliency of hit T’s was statistically higher than that of
miss T’s [tð219Þ ¼ 3.9, p < 0.01 for the drillers, and
tð168Þ ¼ 2.89, p < 0.01 for the scanners]. This observa-
tion indicates a positive answer to our question: the
saliency of targets influenced observers’ detection per-
formance, and less-salient targets were more likely to be
missed by the observers, regardless of their search strat-
egies. On the other hand, if we compare the average

saliency of hit T’s and FA on L’s, we can observe
that for drillers, the average saliency of hits and
FAs were reliably different [tð390Þ ¼ 2.11, p ¼ 0.02],
while for scanners, they were not statistically different
[tð241Þ ¼ 0.68, p ¼ 0.25]. This suggests that for drill-
ing and scanning search strategies, relying on different
image information may result in different types of diag-
nostic errors.19 For example, given the larger difference
between the saliency of hit T’s and miss T’s, scanners
may be more prone than drillers to search errors,41 as
they are more likely to miss less-salient targets.

3.2 Chest Computed Tomography Search Study

As saliency seemed to reflect the differences between drillers
and scanners in the faux lung CT study, we conducted the same
analysis on a previously reported chest CT search study.19 The
goal was to examine whether the strategy differences among
experienced radiologists could be explained through saliency in
a similar manner as in experiment 1.

Figure 5 shows example saliency maps overlapped upon one
slice from a clinical chest CT. Lung segmentations were per-
formed first to restrict possible salient regions to inside the
lungs. Similar to Fig. 3, in this particular example, the saliency
of the nodules was relatively low in the 2-D saliency map [Fig. 5
(b)] while the nodules were relatively salient in the dynamic
saliency map [Fig. 5(c)]. Table 4 shows that the mean saliency
of nodules was significantly higher in the dynamic saliency map
than in the 2-D saliency map [tð51Þ ¼ 2.67, p < 0.01]. Hence,
search strategies utilizing dynamic saliency may be superior to
strategies relying on 2-D saliency for finding nodules in clinical
CT images. This sample of radiologists was not instructed as to
how to search through the chest CT volumes, but interestingly,
less than 1/6 of these radiologists adopted a “scanning” strategy.
This observation may also support our hypothesis that incorpo-
rating the dynamics of scrolling through the stack of CT slices
may be preferred in this particular type of search task.

a. Does saliency predict radiologists’ fixations?
Table 5 summarizes the AUCs achieved by the

dynamic saliency map and the 2-D saliency map for
both drillers and scanners. We performed mixed
repeated measures ANOVA to compare the effects of
the between-subject factor “search strategy,” and the
within-subject factor “saliency model” on the AUCs.
The results suggested that there was a statistically
significant interaction between “search strategy” and
“saliency model” [Fð1;17Þ ¼ 8.47, p ¼ 0.01]. We then
conducted follow-up analysis for any simple main
effects.

• AUC with the dynamic saliency: drillers versus
scanners

The top row of Table 5 summarizes the AUCs
achieved by the dynamic saliency map for predicting
radiologist fixations. The mean AUC was obtained
as an average over all radiologists in the group
and the five cases they read. The subjects were
grouped as drillers and scanners based on the quali-
tative analysis presented in Ref. 19 The mean AUC
for the drillers was 0.73 while the mean AUC for the

Table 3 Average saliency of the found targets (hit Ts) and the missed
targets (miss Ts) on the dynamic saliency map (for drillers) and the
2-D dynamic saliency map (for scanners). The saliency values were
normalized into the range of ½0;1'. For both scanners and drillers, the
saliency of hit T’s is higher than that of miss T’s. For drillers, the aver-
age saliency of hits and FAs was statistically different. For scanners,
it was not statistically different.

Hits Misses False alarms

Drillers (dynamic saliency) 0.72 0.66 0.65

Scanners (2-D saliency) 0.55 0.47 0.52
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scanners was 0.70. Figure 6(a) plots the AUC distri-
butions for the drillers (i.e., red diamonds) and the
scanners (i.e., blue squares). Although the AUC
for the drillers was not statistically higher than the
AUC for the scanners [tð17Þ ¼ 0.78, p ¼ 0.44] per-
haps due to the underpowered sample size of radi-
ologists (16 drillers and 3 scanners), the difference
between the two AUCs suggests that the driller

radiologists might use more dynamic information
than the scanner radiologists, consistent with our
findings in the faux CT search study. Any more
definitive answer awaits more data, in particular
from more scanners.

• AUC with the 2-D saliency: drillers versus scanners

The bottom row of Table 5 summarizes the AUCs
achieved by the 2-D saliency map. As before, the
subjects were grouped as drillers and scanners.
The mean AUC for the scanners was 0.77 while
the mean AUC for the drillers was only 0.71. The
AUC for the scanners was statistically higher than
the AUC for the drillers [tð17Þ ¼ 3.83, p < 0.01],
which suggests that the scanner radiologists might
use more 2-D information than the driller radiolog-
ists. Figure 6(b) plots the AUC distributions for the
drillers (i.e., red diamonds) and the scanners (i.e.,
blue squares). It is clear that all of the AUCs for
the scanners are located at higher positions than the
AUCs for the drillers. This agrees with our findings
in the faux CT search study.

• AUC with the dynamic saliency versus AUC with
the 2-D saliency

We compared the AUCs within each search strat-
egy group (Table 5) to assess the effectiveness of the
saliency models for explaining search behaviors.
In other words, for driller radiologists, we compared
the AUCs obtained by predicting their fixations
using the 2-D saliency maps to the AUCs obtained
by predicting their fixations using the dynamic

Table 4 Average saliency of nodules in the dynamic saliency map
and the 2-D saliency map. The mean saliency of nodules in the
dynamic saliency map was higher than that in the 2-D saliency
map, and the two values were statistically different.

Mean saliency
of nodules

Dynamic saliency map 0.38

2-D saliency map 0.33

Table 5 Average AUCs achieved by the dynamic saliency map (top
row) and the 2-D saliency map (bottom row).

Drillers Scanners

AUC (dynamic saliency) 0.73 0.70

AUC (2-D saliency) 0.71 0.77

(a)

(d)

(c)

(f)(e)

(b)

Fig. 5 Example slice of chest CTs, and 2-D saliency map and dynamic saliency map overlaid upon the
slice. (a) The original slice with a red circle highlighting the nodule in the right lung; (b) 2-D saliency map
with a black circle highlighted nodule; (c) 3-D dynamic saliency map with the black circle highlighted
nodule; (d), (e), and (f) nodule-region magnified version of (a), (b), and (c), respectively. All the saliency
maps are represented as heat maps. The saliency of the nodule is relatively low in (b) while the nodule is
salient in (c). This shows that the dynamic saliency and the 2-D saliency highlighted different image
information that may be used by radiologists in their search.
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saliency maps. The same analysis was performed for
the scanners. For drillers, the AUC with the dynamic
saliency was not statistically higher than the AUC
with the 2-D saliency [tð15Þ ¼ 1.26, p ¼ 0.22].
Similarly, for scanners, the AUC with the 2-D
saliency was not statistically higher than the
AUC with the dynamic saliency [tð2Þ ¼ 1.97,
p ¼ 0.18]. While not all of these comparisons
yielded statistically reliable differences, the trends
are broadly consistent with the faux lung CT data:
scanners tend to use primarily 2-D information in
their search, whereas drillers appear to use more
dynamic information. Again, any more definitive
answer awaits more data, in particular from more
scanners.

Another interesting observation from Fig. 6 is
that for driller radiologists, the AUC with the
dynamic saliency maps [i.e., red squares in Fig. 6
(a)] has higher variability than that with the 2-D
saliency map [i.e., red squares in Fig. 6(b)]. This
may be caused by the differences in areas of exper-
tise and years in practice (e.g., radiologists with
more experience with chest CT may be more adapted
to the drilling strategy than less experienced radiol-
ogists). It is also possible that some of the driller
radiologists were able to extract other types of
dynamic information that were not incorporated in
the current design of the dynamic saliency model.

Clearly, further research is necessary to better under-
stand the causes of such high variability.

b. Does saliency influence observers’ detection
performance?

Nodules were categorized into misses, hits, and FAs
based on their behavioral response. We then calculated
the average saliency within a circle of radius 20 pixels
around the center location of each nodule. From Table 6,
for both drillers and scanners, the found nodules (hits)
had a statistically higher average saliency than the
missed nodules [tð873Þ ¼ 5.06, p < 0.01 for drillers
and tð105Þ ¼ 2.69, p < 0.01 for scanners]. These results
are consistent with our conclusions in the faux lung CT
search study that the saliency of nodules did influence
radiologists’ detection performance, and that utilizing
different search strategies may result in different diag-
nostic errors.

4 Conclusions and Future Work
With the increasing usage of volumetric medical imaging in
clinical practice, radiologists have to develop suitable search
strategies for reading volumetric images. We investigated two
search strategies, drilling and scanning, by comparing observ-
ers’ gaze positions with computational saliency maps. The
results of the faux lung CT study with trained naïve observers
and the chest CT study with experienced radiologists both led to
the following conclusions. (1) Drillers rely on 3-D dynamic
motion saliency more than scanners do. (2) Scanners use
more 2-D saliency than drillers do. (3) Drillers rely on 3-D
dynamic saliency more than 2-D saliency, while scanners
rely on 2-D saliency more than 3-D dynamic saliency.
(4) The saliency of items being searched for does have an impact
on an observers’ detection performance. One of the key limita-
tions of the study was that there were not enough “scanner” radi-
ologists in experiment 2, so our experiment 2 conclusions for
radiologist searchers must be more limited than our findings
from experiment 1 with naïve subjects. Nevertheless, the two
experiments show the same basic pattern of results.

As has been previously reported, drillers found more nodules
and covered more lung tissue during their search in the same
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Fig. 6 AUC scores on predicting fixations for 16 drillers (red squares) and 3 scanners (blue diamonds)
using the dynamic saliency map (a) and the 2-D saliency map (b). In (a) with the dynamic saliency map,
most of the AUCs for the drillers are located at higher positions of the plot than the AUCs for the scanners,
which suggests that drillers may have usedmore dynamic information than scanners did. In (b) with the 2-
D saliency map, all the AUCs for the scanners are located at higher positions of the plot than the AUCs for
the drillers, which suggests that scanners may have used more 2-D information than drillers.

Table 6 Average saliency of the found nodules (hits) and the missed
nodules (misses). The values of saliency were normalized into the
range of ½0;1'. For both scanners and drillers, the saliency of the
found nodules was higher than that of the missed nodules.

Hits Misses False alarms

Drillers (dynamic saliency) 0.40 0.35 0.44

Scanners (2-D saliency) 0.44 0.33 0.43
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amount of time as scanners in this dataset.19 One of the reasons
that the drilling strategy was used by the majority of radiologists
is that radiologists may have realized scanning is not the best
strategy for finding nodules in volumetric image data, and
have adjusted their search strategies accordingly. This aligns
with our hypothesis that the drilling strategy, which incorporates
more 3-D dynamic information, may be superior to the scanning
strategy for this type of search task. However, it is possible that
other clinical tasks (e.g., searching for signs of pneumonia) may
still rely more on 2-D image information, and may therefore
elicit more scanning behavior.

In the future, other advanced saliency models might improve
the predictions of radiologists’ fixations, and thus provide
stronger evidence for which type of image information is
being used by radiologists in their search strategies. Beyond
simple bottom-up salience, a more complete account of search
strategies would include the top-down knowledge used by
expert radiologists to guide their attention. Moreover, instead
of simply assessing where drillers and scanners fixate, it
would be interesting to investigate the sequence of radiologists’
fixations. It seems unlikely that the sequence would simply find
radiologist fixating locations in the descending order of salience.
Future work could also explore the utility of neurobiological
modeling of visual attention to describe observers’ visual search
strategies.16

It is important to note that our faux lung CT search study
with instructed naïve observers probably fails to capture
some important aspects of a clinical chest CT search task per-
formed by experienced radiologists. Certain critical features in
lung CTs/medical images may not have been appropriately
captured by the volumetric noise. Hence, addition assessments
with radiologists in real clinical settings with various clinical
tasks would be valuable to achieve a more definitive assessment
of our hypothesis and observations, especially for those conclu-
sions that suffer from an underpowered sample size of radiol-
ogists and experimental cases.

Appendix: No Instruction Observers
In experiment 1, observers in the NI condition did not receive
either drilling or scanning instruction, and they were told to
choose any search strategy that could be used to find the T’s

quickly and accurately. The depth-by-time plots of their 3-D
scan paths [e.g., Fig. 7(a)] show that they tend to use a mix
of drilling and scanning strategies, and their search strategies
varied on a trial-by-trial basis [e.g., Fig. 7(b)]. For example,
for one particular NI, the AUCs achieved by the dynamic
saliency were higher in 14 (out of 20) trials than the counterpart
AUCs achieved by the 2-D saliency; while for another NI, the
AUCs achieved by the dynamic saliency were higher in only
four trails. As no instruction on efficient search strategies
was provided to the NIs, these naïve observers’ search behavior
was not consistent in terms of what image information they
relied on for deploying their visual attention. As a result, both
intraobserver and interobserver variability in NIs search strate-
gies were extremely high and difficult to interpret.
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